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Abstract: Recent trend in parallel computers is to use networks of workstations 
(NOW) as a cheaper alternative of parallel computer in comparison to in the world 
used massively parallel multiprocessors or supercomputers. As workstations are used 
mainly powerful personal computer (PC) or PC´s based symmetrical multiprocessors 
(SMP). 
This paper is devoted to performance evaluation of parallel computers based on SMP, 
describes the typical parallel computers and analyses basic concepts of performance 
evaluation. Then it demonstrates how to apply queuing theory results to model 
computing nodes of parallel computer or parallel computers based on SMP systems. 
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1 Introduction 
 
For the actual parallel computers there are dominating various 
forms of the parallel principles (Pipeline, super pipeline, cashes 
etc.). Recent trends in high performance computing (HPC) use 
network of workstations (SMP, NOW) as a cheaper alternative 
of parallel computer in comparison to used massively parallel 
multiprocessors [7,14]. A workstation in NOW can be also a 
parallel system based on symmetrical multiprocessors (SMP). In 
such parallel computer workstations are connected through 
widely used communication standard networks and co-operate to 
solve one large problem.  All existed parallel computers build 
some form of virtual parallel computer according Fig. 1. 
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Fig. 1. System´s classification of parallel computers. 

 
2 Classification of parallel systems 
 
It is very difficult to classify the various existed forms of parallel 
computers.  But from a system point we can divide parallel 
computers [1, 9] to the two following different groups 
• synchronous parallel computers. The dominant system 

property is the concentration on massive data parallelism. 
The typical examples of synchronous parallel computers 
illustrate Fig. 1. on its left side. Some of used parallel 
principles are applied in actually modern parallel computers 
for example in a form of SIMD (Single instruction multiple 
data) instructions within their computing nodes [5, 18]   

• asynchronous parallel computers. They are composed of a 
number of fully independent computing nodes (processors, 
cores or computers). To this group belong mainly various 
forms of computer networks (cluster), network of 
workstation (NOW|) or more integrated network of NOW 
networks (Grid). The typical examples of asynchronous 
parallel computers illustrate Fig. 1. on its right side. Typical 
computing node of actual parallel computer consists on 
SMP. 
 

 
3 Architecture of modern parallel computers 
 
3.1 Symmetrical multiprocessor system 
 
Symmetrical multiprocessor system is a multiple using of the 
same processor or cores which are implemented on motherboard 
in order to increase whole performance of such parallel 
computer. Typical characteristics are following 
• each computing node can access main shared memory 
• I/O channels are allocated to computing nodes according 

their demands  
• integrated operation system coordinates cooperation of 

whole multiprocessor.    
Typical concept of such multiprocessor illustrates Fig. 2. 
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Fig.2. Typical characteristics of SMP multiprocessor systems. 

Typical practical example of eight multiprocessor systems Intel 
Xeon illustrates Fig. 3. 
 
3.2 Network of workstations 
 
There has been an increasing interest in the use of networks of 
workstations, which are connected together by high speed 
networks [17, 19] for solving large computation intensive 
problems. This trend is mainly driven by the cost effectiveness 
of such systems as compared to massive multiprocessor systems 
(Supercomputers). Network of workstations (NOW) [11] has 
become a widely accepted form of high performance computing 
(HPC). Each workstation in a NOW is treated similarly to a 
processing element in a multiprocessor system. However, 
workstations are far more powerful and flexible than processing 
elements in conventional multiprocessors (Supercomputers). 
Network of workstations (NOW) [11] has become a widely 
accepted form of high performance computing (HPC). Each 
workstation in a NOW is treated similarly to a processing 
element in a multiprocessor system. However, workstations are 
far more powerful and flexible than processing elements in 
conventional multiprocessors (Supercomputers). To exploit the 
parallel processing capability of a NOW, an application 
algorithm must be paralleled [21]. A way how to do it for an 
application problem builds its decomposition strategy. 
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Fig. 3. Architecture of 8-Intel multiprocessor. 

 
3.3 Grid 
 
In early years of twenty-first century, high speed, highly reliable 
Internet connectivity is as commonplace as electricity in 
commercial, governmental, and research/educational institutions, 
and individual consumers are not far behind. This observations 
led researchers, in the mid – 1990’s, to propose the notion of 
computational Grids [22], where computing resources would be 
available as universally and easily as for example electric power 
enabled the utilization of resources on external computing 
devices over commodity networks. 

Grid systems are expected to operate on a wider range of other 
resources as processors (CPU), like storages, data modules, 
network components, software (typical resources) and atypical 
resources like graphical and audio input/output devices, sensors 
and so one (Fig. 5.). All these resources typically exist within 
nodes that are geographically distributed, and span multiple 
administrative domains. The virtual machine is constituted of a 
set of resources taken from a resource pool. It is obvious that 
existed HPC parallel computers (supercomputers etc.) could be a 
member of such Grid systems too [20]. 
 

 
 

Fig. 4. Architecture of Grid node. 
 
3.4 Metacomputing 
 
This term define massive computational Grid with following 
basic characteristics  

• wide area network integrated free computing resources. It is 
a massive number of interconnected networks, which are 
connected through high speed connected networks during 
which time whole massive system is controlled with 
network operation system, which makes an illusion of 
powerful computer system (virtual supercomputer) 

• grants a function of metacomputing that means computing 
environment, which enables to individual applications a 
functionality of all system resources  

• system combines distributed parallel computation with 
remote computing from simple user workstation. 

 
 
 

4 The role of performance 
 
Quantitative evaluation and modelling of hardware and software 
components of parallel systems are critical for the delivery of 
high performance. Performance studies apply to initial design 
phases as well as to procurement, tuning and capacity planning 
analysis. As performance cannot be expressed by quantities 
independent of the system workload, the quantitative 
characterization of resource demands of application and of their 
behaviour is an important part of any performance evaluation 
study. Among the goals of parallel systems performance analysis 
are to assess the performance of a system or a system component 
or an application, to investigate the match between requirements 
and system architecture characteristics, to identify the features 
that have a significant impact on the application execution time, 
to predict the performance of a particular application on a given 
parallel system, to evaluate different structures of parallel 
applications. 
 
4.1 Performance evaluation of parallel computers 
 
The study of the performance of computers attempts to 
understand and predict the time dependent behaviour of parallel 
computers. It can be broadly divided into two areas – modelling 
and measurement. These can be further divided by objective and 
by technique. These two apparently disjoint approaches are in 
fact mutually dependent and are both required in any practical 
study of the performance of a real or planned system. The 
overall process of estimating or predicting the performance of a 
computer system is sometimes referred to as performance 
analysis or performance evaluation. 
 
5 Performance evaluation methods 
 
Several fundamental concepts have been developed for 
evaluating parallel computers. Tradeoffs among these 
performance factors are often encountered in real-life 
applications. To the performance evaluation we can use 
following methods 
• analytical methods 
 application of queuing theory results [3, 6, 12] 
 asymptotic (order) analyze [2, 8] 
 Petri nets [4] 

• simulation methods [15] 
• experimental measurement 
 benchmarks [13] 
 direct parameter measuring [16]. 

 
When we solve a model we can obtain an estimate for a set of 
values of interest within the system being modelled, for a given 
set of conditions which we set for that execution. These 
conditions may be fixed permanently in the model or left as free 
variables or parameters of the model, and set at runtime.  
 
5.1 Analytic techniques 
 
There is a very well developed set of techniques which can 
provide exact solutions very quickly, but only for a very 
restricted class of models. For more general models it is often 
possible to obtain approximate results significantly more quickly 
than when using simulation, although the accuracy of these 
results may be difficult to determine. The techniques in question 
belong to an area of applied mathematics known as queuing 
theory, which is a branch of stochastic modelling. Like 
simulation, queuing theory depends on the use of computers to 
solve its models quickly. 
 
5.2 Petri nets 
 
A Petri net is essentially an extension of a finite state automaton, 
to allow by means of tokens several concurrent threads of 
activity to be described in one representation. It is essentially a 
graphical description, being a directed graph with its edges 
defining paths for the evolution of a system's behaviour and its 
nodes or vertices being of two sorts, places and transitions. An 
example of simple Petri net illustrates Fig. 8. Places S11, S12, 
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S13, S21 and S22 represent states, transition t represents event 
and existed vertigos are connected through oriented edges. 
Points in places define tokens. All incoming edges to a place 
must come from a transition and vice versa. Tokens are held in 
places and when all the input places to a transition are marked, 
i.e. have at least one token, that transition is enabled and fires, 
depositing a token in each of its output places. 
 

 
 

Fig. 5. Simple Petri network. 
 

There are a number of extensions to these simple place/transition 
nets, mostly to increase the ease of describing complex systems. 
The most widely used is to define multiplicities for the edges, 
which define how many tokens flow down an edge 
simultaneously. 
 
5.3 Simulation 
 
Simulation is the most general and versatile means of modelling 
systems for performance estimation. It has many uses, but its 
results are usually only approximations to the exact answer and 
the price of increased accuracy is much longer execution times. 
Numerical techniques vary in their efficiency and their accuracy. 
They are still only applicable to a restricted class of models. 
Many approaches increase rapidly in their memory and time 
requirements as the size of the model increases. To reduce the 
cost of a simulation we may resort to simplification of the model 
which avoids explicit modelling of many features, but this 
increases the level of error in the results. If we need to resort to 
simplification of our models, it would be desirable to achieve 
exact results even though the model might not fully represent the 
system. At least then one source of inaccuracy would be 
removed. At the same time it would be useful if the method 
could produce its results more quickly than even the simplified 
simulation. Thus it is important to consider the use of analytic 
and numerical techniques before resorting to simulation. 
 
5.4 Experimental modelling 
 
Benchmark 
We divide used performance tests as following 
• classical 
 Peak performance  
 Dhrystone 
 Whetstone 
 LINPAC 
 Khornestone 

• problem oriented tests (Benchmarks) 
 specialised tests 
 SPEC tests. 

 
SPEC ratio 
SPEC (Standard Performance Evaluation Corporation - 
www.spec.org) defined one number to summarise all needed 
tests for integer number. Execution times are at first normalised 
through dividing execution time by value of reference processor 
(chosen by SPEC) with execution time on measured computer 
(user application program). The achieved ratio is labelled as 
SPEC ratio, which has such advantage that higher numerical 
numbers represent higher performance, that means that SPEC 
ratio is an inversion of execution time. INT 20xx (xx means year 
of latest version) or CFP 20xx result value is produced as 
geometric average value of all SPEC ratios. 
 
 
 
 
 
 
 

5.5 Experimental measurement 
 
Evaluating system performance via experimental measurements 
is a very useful alternative for parallel systems and algorithms. 
Measurements can be gathered on existing systems by means of 
benchmark applications that aim at stressing specific aspects of 
the parallel systems and algorithms. Even though benchmarks 
can be used in all types of performance studies, their main field 
of application is competitive procurement and performance 
assessment of existing systems and algorithms. Parallel 
benchmarks extend the traditional sequential ones by providing a 
wider a wider set of suites that exercise each system component 
targeted workload. 
 
6 Application of queuing theory systems 
 
The basic premise behind the use of queuing models for 
computer systems analysis is that the components of a computer 
system can be represented by a network of servers (or resources) 
and waiting lines (queues). A server is defined as an entity that 
can affect, or even stop, the flow of jobs through the system. In a 
computer system, a server may be the CPU, I/O channel, 
memory, or a communication port. Awaiting line is just that: a 
place where jobs queue for service. To make a queuing model 
work, jobs are inserted into the network. A simple example, the 
single server model, is shown in Fig. 9. In that system, jobs 
arrive at some rate, queue for service on a first-come first-served 
basis, receive service, and exit the system. This kind of model, 
with jobs entering and leaving the system, is called an open 
queuing system model. 
 

 
 

Fig. 6. Queuing theory based model. 
 
6.1 Kendall classification 
 
In addition to the notation for the quantities associated with 
queuing systems, it is also useful to introduce a notation for the 
parameters of a queuing system. The notation we will use here is 
known as the Kendall notation in its extended form as 
A/B/m/K/L/Z [1, 2], where 
• A   means arrival process definition 
• B   means service time distributions 
• m  is number of identical servers 
• K  means maximum number of customers allowed in the 

system (default = ∞) 
• L  is number of customers allowed to arrive (default = ∞) 
• Z means discipline used to order customers in the queue 

(default = FIFO).  
 
Three symbols used in a Kendall notation description also have 
some standard definitions.  The more common designators for 
the A and B fields are as following  
• M   means Markovian (exponential) service time or arrival 

rate 
• D    defines deterministic (constant) service time or arrival 

rate 
• G    means general service time or arrival rate. 
 
The service discipline used to order customers in the queue can 
be any of a variety of types, such as first-in first-out (FIFO), last 
in first out (LIFO), priority ordered, random ordered and others. 
 
6.2 Little's law 
 
One of the most important results in queuing theory applications 
is Little's law. This was a long standing rule of thumb in 
analysing queuing systems, but gets its name from the author of 
the first paper which proves the relationship formally. It is 
applicable to the behaviour of almost any system of queues, as 
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long as they exhibit steady state behaviour. It relates the mean 
number of customers in the system to mean time spent in the 
system by each customer, for a given arrival rate. Little's law 
says 
 
E (q) = λ . E (tq) 
 
The main parameters in queuing theory application are as 
following 
• λ - arrival rate at entrance to a queue 
• m - number of identical servers in the queuing system 
• ρ - traffic intensity (dimensionless coefficient of utilisation) 
• q - random variable for the number of customers in a system 

at steady state 
• w - random variable for the number of customers in a queue 

at steady state 
• E (ts ) - the expected (mean) service time of a server 
• E (q) - the expected (mean) number of customers in a 

system at steady state 
• E (w) - the expected (mean) number of customers in a queue 

at steady state 
• E (tq) - the expected (mean) time spent in system (queue + 

servicing) at steady state 
• E (tw) - the expected (mean) time spent in the queue at 

steady state. 
 
6.3Poisson distribution 
 
The Poisson distribution models a set of totally independent 
events as a process, where each event is independent of all 
others. Knowledge of past events does not allow us to predict 
anything about future ones, except that we know the overall 
average, the Poisson distribution represents the likelihood of one 
of a given range of numbers of events occurring within the next 
time interval. The definition of Poisson distribution probabilities 
pi is as 

λλ −= e
i

p
i

i !
 

, where the parameter λ is defines as the average number of 
successes during the interval.

 6.4Exponential distribution 
 
If the Poisson distribution represents the likely number of 
independent events to occur in the next time period, the 
exponential distribution is its converse. It represents the 
distribution of inter - arrival times for the same arrival process. 
Its mean is inter - event time, but it is often expressed in terms of 
the arrival rate, which is 1/inter - arrival time. Exponential 
distribution function pi and its mean value E (ts) are 

 E(ts) = 1/μ 
 
The Poisson distribution models a set of totally independent 
events as a process, where each event is independent of all 
others. It is not the same as a uniform distribution. Where 
knowledge of past events does not allow us to predict anything 
about future ones, except that we know the overall average, the 
Poisson distribution represents the likelihood of one of a given 
range of numbers of events occurring within the next time 
interval. 
 
6.5M/M/m queue model 
 
The basic needed derived relations for M/M/m queue model 
(Fig.7) are following. 
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The further parameters E(tq) and E(tw) we can derive using the 
Little´s law. 

 
Fig. 7. M/M/m (m=3) model of multiprocessor or multicore 
systems. 
 
6.6 M / D / m queue model 
 
In this queue model traffic intensity ρ and the service time are as 
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For the mean number of customers in the queue we have chosen 
approximate relation [11] 
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Average number of customer in the system is given as 
 

ρmwEqE += )()(  
 
The further parameters E (tq) and E (tw) we can derive using the 
Little´s law. 
 
7 Results 
 
7.1 Application of THO models 
 
We have modelled multiprocessor system as M/M/m and M/D/m 
queuing models, where we were supposed parallel activity of 
used processors or cores. The differences between 
multiprocessor or multicore are in their performance (input 
parameters). 
 

 
 

Fig.8 Mean values E(tw),E(tq), E(ts) for M/M/4 model (λ=3). 

Graphics illustration at Fig. 9 compare queuing models M/M/4 
and M/D/4 (λ=3, ρ  = λ . E ( ts ) / 4) for average time in system 
(queue + servicing). 
 
 
 

 t
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Fig. 9. Average waiting time in system (λ=3, T= E(tq). 

 
7.2 Spec test ratio 
 
We have been performed various tests (benchmarks) to verify 
analytical results. We illustrate some achieved results using Spec 
test ratio to compare performance of following processors 
• AMD Athlon X2 6000+ 
• Intel Core2Duo E7300 
• Intel i7-950. 

 
At Fig. 10. we illustrated tested results for mentioned processors 
using SPEC tests. We have chosen SPEC tests because these 
tests are from various really applications in order to come to 
more universal tested results. To compare any computers using 
SPEC ratios test we preferred to use geometric mean value 
therefore, it defines the same relative value regardless of used 
normalised reference computer. If we were evaluating 
normalised values using arithmetic mean value results would be 
depended from the type of used normalised computer. According 
our expectations processor Intel i7-950 achieved the highest 
SPEC ratio value. 
 

 
Fig. 10. Comparison of tested processors 

 
8 Conclusions 
 
Performance evaluation of computers generally used to be a very 
hard problem from birthday of computers. It was very hard to 
apply any analytical methods to performance evaluation of 
sequential computers because of their high number of not 
predictable parameters. Any analytical method is to be preferred 
in comparison with other possible methods, because of 
transparent using of achieved analytical results. 
Actually dominant using of multiprocessor and multicore 
computers opens more possibilities to apply a queuing theory 
results to analyse their performance. This implies the knowledge 
that outputs from more than single processor approximate closer 
assumed Poisson distribution. Second the outputs from one 
multiprocessor system (workstation) are going to another 
multiprocessor system (neighbouring workstation) in dominant 
parallel computers (SMP, NOW, Grid). 
The achieved results we can apply to performance modelling of 
multiprocessors or multicores) in following cases (input 
parameter ρ = λ. E (ts) / m, for m=1 we can model performance 
of single processor)   
• running of unbalanced parallel processes where λ is a 

parameter for incoming parallel processes with their 
exponential service time distribution as E (ts) = 1/μ 
(M/M/m)  

• running of parallel processes (λ parameter for incoming 
parallel processes with their deterministic service time E (ts 
) = 1/μ = constant). The same deterministic servicing time is 
a very good approximation for all optimal balanced parallel 
processes (M/D/m) 

• in case of using M/D/m model we can consider λ parameter 
also for incoming computer instructions with their average 
service time for instruction ti, where  
E (ts) = 1/μ = t i=constant. 

  
We have choose the analysed models M/M/m, M/D/1, and 
M/D/m from this causes 
• to finish performance analysis of networks of queuing 

theory system [10] we need results of chosen queuing theory 
systems  

• we need their results to compute approximation relation for 
M/D/m 

• based on models in this article together with application of 
Jackson theorem [10] we are able to analyse also more 
complicated network of NOW networks (Grid etc.). 
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