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Abstract: The possibility of associative coprocessor practical module realization on the 
modern element base for specialized computer systems is considered in the article. The 
purpose of the article is the development and the study of possible ways for an associative 
coprocessor block development based on PLICs that perform associative functions and data 
storage functions for computer systems. In this paper, an associative coprocessor is proposed 
that is connected to the PCI bus of the computer system, providing search and "more - less" 
comparison operations for 32 words simultaneously preloaded into the associative memory. 
The final conclusions are drawn in the article. The simulation of the associative coprocessor 
operation was carried out in CAD Web pack ISE of Xilinx company. The results obtained in 
this article may be applied in the search engines of various purposes: in database servers, 
search engines, and for the rapid implementation of search tasks in operating systems. 
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1 Introduction 

The main area of computer application today is the work with large 
amounts of data, in which the most laborious operations are all sorts of 
data searches and sorting. Existing computing systems (CS) use the 
address memory architecture, i.e. in order to search for data in memory, 
it is necessary to read each memory module address and compare it 
with the search argument. Thus, it takes a lot of computer time to 
search for information in memory. This circumstance has a very nega-
tive effect on CS speed as a whole. It is much faster to access infor-
mation by the association (content). The essence of addressing princi-
ple by content is the following one (Figure 1). There is an array of data 
with the capacity of N words, it requires you to find all the words be-
ginning with the "A" character and ending with the "H" symbol. The 
search argument here is the word A *** H, where the * mark denotes 
the digits that do not affect the search result. The memory array on the 
hardware level is structured in such a way that the signal of the coinci-
dence appears on the output of memory cells (MC), the contents of 
which coincide with the value of the arrived search argument. Further, 
the sampling of MC is performed according to the produced coinci-
dence signals. 

 

 

Fig 1. The essence of addressing principle by content 

2 Theoretical part 

This article as a whole is of a research nature. In the course of 
the subject area study, the literature (Kohonen, 1982) was ana-
lyzed in order to search for unaffected and unresolved problems. 
A number of issues related to the possibility of hardware imple-
mentation of an associative coprocessor for fast data search has 
not been reflected in publications adequately, but some of the 
problematic issues were considered in (Tanenbaum & Bos, 
2015; Martyshkin, 2011 Villalobos Antúnez et al, 2013). 

The purpose of this article is to develop and to study an associa-
tive coprocessor module based on PLIC for specialized compu-
ting, for example, multiprocessor systems. This issue is topical 
today due to global informatization and an almost universal 
operation with colossal volumes of various data. In order to 
achieve this goal, the article solves device structure determina-
tion problems and the principles of its functioning. 

The proposed hardware coprocessor has the ability of address and 
associative access to the data stored in memory. Addressable access 
is required to work with a specific record and to use test libraries 
developed for address memory (Martyshkin, 2015; Martyshkin & 
Yasarevskaya, 2015; Kolesnikova & Kamasheva, 2017). 

The device consists of two parts: the main part that realizes the func-
tions of the asocial co-processor, namely: the usual (address) record 
in the associative storage device (ASD); associative recording in 
ASD; ordinary reading from ASD; associative reading from ASD; 
the search for coincidences and a part of the interface with the CS on 
which the function of signal conversion is assigned. These signals 
coming from the central processor (CPU) are converted to the signals 

with which the coprocessor will operate, i.e. this part of the device 
organizes the interface with the CPU. 

Today, associative access to data is realized in two ways: software 
way based on the distribution of memory, depending on the content 
of data and implemented by software, and hardware way, based on 
the use of special hardware designed for data storage and associative 
search. It can be implemented in the form of parallel ASD, where the 
search argument enters all the MS in parallel. Thus, the mass com-
parison operation is performed, and the search is performed in one 
clock cycle. Another variant of the hardware method implementation 
of associative data access is the consecutive-bit ASD, where the 
search occurs bit by bit. In this case, the search time directly depends 
on the number of data bus bits (Martyshkin, 2016a; Martyshkin, 
2016b). 

The processes similar to the biological mechanisms of data remem-
bering and processing can be represented using various models of 
associative memory (AM), which allow to display the relations 
(associations) of arbitrary complexity between information objects. 
However, all these relations can be implemented in the form of 
simple constructions - the triples of components: an ordered pair of 
information objects O and V and the relation type A: AO V←→ ( 
Ognev & Borisov, 2000). One of the simplest AP models for mapping 
such relationships is shown in Figure 2, a. The model consists of an 
associative storage medium associated with two input channels and one 
data output channel. 

During the record stage, the input information is fed to the input 
K from the first input channel, and the characteristic information 
C, representing the context in which the input information is 
written into the memory, is fed via the second channel. 
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At the associative sampling stage, when the key K appears, the 
response R is formed on memory output, associated with the K 
key. Thus, the information written in the memory can be select-
ed using any of its fragments applied as search engines. Specify-
ing different context C, you can specify the information to be 
sampled more precisely. 

In the context of introduced ФЗ definition, there is the issue of 
structured data accumulation and retrieval organization in such a 
way that access to them is possible on the basis of an associative 
sampling. Figure 2b shows the AP model, which allows to an-
swer the following questions: in what you can you organize and 
record the elements of structured information, and also perform 
the search process cycling, in which a selected information ele-
ment becomes the key for new information search. 

The sets of values can be entered on the three input channels 
simultaneously. An output channel is used for information sam-
pling. The address information K(t) is fed by first channel at the 
time t, and the second one is used to transfer the sign C(t). The 
response R(t) is also fed through the feedback channel to the 
input of the associative medium. During the operation of such an 
AP, the keys K(t) and the signs C(t) are fed through time inter-
vals corresponding to the feedback channel delay. 

The memory process will be considered under the assumption 
that the triple (K(t), C(t), R(t-Δ)) is a single static image, given 
at time t. At that, its simultaneous record into memory is possi-
ble by one operation. Suppose also that at the stage of recording 
R(t) and K(t) are the same. 

 

Fig 2. A model of associative memory without feedback (a) and with feedback (b) 

During the record stage, K(t) and C(t) are fed to the AP inputs, 
and R(t) is developed at output, identical to K(t). After this, R(t-
Δ) is formed with the delay Δ at the input. Each new triple, 
appearing at the entrances, is recorded in memory. 

At the sampling stage from AP, the K key connected with the 
context information C, is fed to the input, after which K can be 
removed from the input. Thus, the copy of K appears at the 
output as a response. When the delayed signal R(t-Δ) appears at 
the memory input, the pair (C, R) becomes a new key sign, lead-
ing to an associative sample of the next image R(t), etc. Thus, 
the entire recorded sequence of images is selected together with 
the context information. The considered model implements the 
memory suitable for structured knowledge record and retrieval. 

The connection of the described device to CS is possible in 
several ways (Zilker & Orlov 2011 ): direct connection to the 
processor bus, at that, the coprocessor is included in the mother-
board; the connection to the serial interface (USB), with this 
method of connection the coprocessor is implemented as a sepa-
rate housing and is provided with a separate power supply unit; 
the connection to the computer expansion bus (PCI), in this case 
the coprocessor is executed in the form of an expansion board 
(Martyshkin, 2018). 

According to the mentioned possible ways of a developed device 
connection to the CS, let's determine the architectural and the 
structural features of the associative coprocessor, having previ-
ously compared them with existing analogues. 

As was mentioned above, the device will have to be included in 
the motherboard, with the direct connection to the processor bus 
which will lead to the coprocessor cost and its universality in-
crease. The speed of such a system is high. The coprocessor, 
connected via the USB interface, will look like a separate exter-
nal module, but it will work in sequence, which leads to perfor-
mance decrease. But such a block is comparatively cheaper than 
the previous one. The connection of the coprocessor to the PCI 

bus will allow to implement it in the form of an expansion board, 
which is relatively inexpensive to implement, in contrast to the 
mentioned analogues. At that, the work with the module will be 
carried out on a parallel interface, which will allow to achieve 
maximum performance in comparison with analogues. 

Having analyzed the advantages and the disadvantages of known 
and practiced method organization for the main part of the de-
vice and the part of interface with the CS, it was decided to 
perform the main part in the form of parallel AMU, since this 
method has the maximum capacity. The connection to the spe-
cial CS is realized via the PCI bus, since it has a sufficiently 
high throughput. Moreover, the associative coprocessor will be 
located in the address space of CS input/output. 

3 Determination of associative coprocessor module structure 

The simplified block diagram of the coprocessor can be repre-
sented as two blocks (Figure 3, a): the coprocessor (main part) 
and the PCI bus interface (the part of the interface with the sys-
tem). 

Having analyzed the chosen method of the main part implemen-
tation in the coprocessor structure, it was decided that the main 
block is the memory module of AMU, which is a MC array and 
performs the functions of data storage and association search 
with an argument. A MC consists of a storage element that per-
forms data storage functions and a comparison scheme that 
performs the search, i.e. generating the signals indicating the 
equality or inequality of a cell content with an argument (Figure 
3, b). 

In order to implement the functions of data record and reading 
from a MC, it is necessary to add a multiplexer and address 
decoder block in the co-processor in order to generate the "Cell 
Select" signal for a particular MC. Also, you need to include a 
memory block for reaction record in the coprocessor module to 
store the values of the responding cells. In order to calculate the 
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number of responding cells, a block of coincidence counting has 
been added to the coprocessor. The block of multiple coinci-
dence analyzer (MCA) is necessary for priority selection. The 
results of its operation generate the signals for an encoder block 
necessary to convert the binary sequence into an address, with 
the associative address reading or writing arriving at the inputs 
of the address selector. There is an argument register in a mod-
ule to store a search argument. The command decryption unit 

controls the coprocessor operation and generates control signals. 
The register of the mask is excluded from the composition of the 
coprocessor, since the comparison circuit generates three signals 
("EQUAL", "MORE" and "LESS") and there is no need to mask 
the search argument bits (Figure 3, c). 

 

 

 

Fig 3. Simplified block diagram of the associative coprocessor module (a); block diagram of memory cell (b); a detailed block diagram of the associative copro-
cessor module (c) 

4 Associative coprocessor module description at the func-
tional level 

The basis of the associative coprocessor is the memory module, 
which is an array of MC. The memory element of a MC is im-
plemented on a parallel register, which is an array of D-triggers, 
providing the maximum performance and minimum logic neces-
sary to ensure the storage of information. The main signals for 

the register are the following ones: a 32-bit D signal, which 
receives data, CE signal and a 32-bit Q signal, from which the 
data is read stored in the register. The comparison scheme is 
implemented on the basis of a comparator. The main signals for 
it are the following ones: 32-bit signals A and B, to which the 
arguments are fed for comparison, the signals =, <and>, from 
which the results of comparison are read. A buffer element is 
included in a memory cell to disconnect the output data bus of 
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MC from the common output bus. The main signals of the buffer 
element are the following ones: 32-bit signal D, 32-bit signal Q 
and signal T. The functional diagram of the MC is shown on Fig. 
4, a. The principle of MC operation is the following one. The 
ArgI input is supplied with the search argument. The data falls 
into the MC through the DataI input. From the DataO output, the 
data is read from a MC. The Write and CS inputs are used to 

control MC operation. MC is selected by CS signal, i.e. the 
buffer element BUFT passes the signals from the output of the 
register RG to the output bus DataO. On a single Write signal, 
the data from the DataI input is written to the RG. Equal, More 
and Less outputs form the signals "Equal", "More" and "Less" 
respectively. 

 

Fig 4. The functional diagram of the memory cell (a); time diagrams of memory cell operation (b) 
 
The time diagrams of MC operation, confirming its efficiency, 
are shown in Fig. 4, b. Here the record of a number of values is 
shown: "F", "FFF" and "FF". The search argument is "F". It is 
seen from the obtained time diagrams, while the signal CS is 
equal to logical zero, the output bus (DataO) is in the third state, 
i.e. it is disabled. When a logical unit is fed to the CS input, the 
values stored in RG can be read from the output data bus 
(DataO). The record to the cell is performed by sending a logical 
unit to the Write input. Figure 4, b shows that as soon as a new 
value is recorded in a MC, the results of the search are set on the 
output Equal, More and Less. 
 
AMS can be implemented on the basis of the shift register (Fig-
ure 5, a) and on the basis of the priority analyzer (Figure 5, b). 
The main elements of AMS based on the shift register are the 
looped shift register and the address counter. The result of all 
MC search is written to the looped shift register (reaction fixa-
tion memory). Then a sequence of clock pulses is fed to the 
register and to the counter. The contents of the register are shift-
ed toward the upper bits until the first one has a logical "1". At 
this point, the clock signal is blocked automatically. If in the 
initial state only zeros were written in the counter, then at the 
end of the calculation, its contents directly indicate the address 
of the first matched word. This code is put in the address regis-
ter, after which the word is read. Then the unit in the first digit 
of the register is reset and the clock pulses are resumed automat-

ically. Again, the contents of the register shift up until the next 
unit appears in its first digit. After that, the next matched word is 
read, etc., until the whole queue is serviced. It should be noted 
that with such a sampling organization, there is no need for an 
address coder. 

The AMS based on the priority analyzer consists of D-triggers 
that perform the memory functions of reaction fixation and com-
binational logic. This circuit operates on the front of Clk signal. 
The search results in a MC are entered into the inputs M0 ... 
M31, by Fix signal they are fixed on the D triggers. The Work 
signal permits AMS operation. The priority analyzer is a logical 
circuit that allows you to select the line with the smallest number 
among your inputs set to "1". It is built according to the principle 
of bit consecutive connection. Each single input of this circuit 
blocks the action of lines with large numbers, thus, only the 
output corresponding to the first active line is set in the unit. A 
single signal corresponding to the first active line goes to the 
output automatically, and the function of the reset signal is the 
reset of the first of the "responding" triggers. 

The memory for reaction and AMS fixation is implemented on 
the basis of a prioritized analyzer scheme, since this circuit has a 
faster response time than a scheme based on shift register. The 
resulting time diagrams of the scheme operation are shown on 
Figure 5, c. 
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Fig 5. Multiple coincidence analyzer based on the shift register (a) and on the basis of the priority analyzer (b); time diagrams of memory 
operation for reaction fixation and the analyzer of multiple coincidence (c) 

The unit of coincidence calculation can be implemented in sev-
eral ways: on the basis of the shift register and the counter and 
on the basis of adder cascades. 

The scheme of the coincidence counting unit based on the shift 
register and the counter (Figure 6, a) consists of a shift register 

into which the sequence of ones and zeros is loaded, correspond-
ing to the responded and non-responded cells, the counter that 
counts the quantity, and the element "Logical AND," which 
controls the counting process. A clock signal is supplied to a 
circuit. The contents of the shift register are shifted one bit up 
and depending on the value, the counter value is increased or not 
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on the shift register output, i.e. all the digits of the register equal 
to one are calculated. The number of clock pulses required to 
count all the cells is equal to the number of all memory cells (in 

our case it makes 32 pulses). In addition, this scheme requires an 
additional step for a shift register loading. 

 

Fig 6. The unit of coincidence calculation on the basis of the shift register and the counter (a) and on the basis of adder cascades 

The circuit based on the cascades of the adders (Figure 6, b) is 
the cascade of adders of different digits, i.e. the input binary 
sequence is divided into groups of two and these groups are fed 
to the inputs of single-bit adders. Intermediate results obtained 
on single-bit adders are also grouped in groups of two and are 
connected together with the transfer signal to the input of two bit 
totalizers and so on. In comparison with the previous scheme, 
this is a more rapid one and in principle it can count the number 
of cells per clock cycle, so the counting unit is implemented on 
the basis of adder cascades. 

The correct functioning of the associative coprocessor module 
was verified during the execution of a number of computational 
experiments. Experience has shown that the use of a hardware 
coprocessor (when search and comparison operations were per-
formed) can increase the computer system performance by an 
average of about 25% as compared to the systems that include 

only traditional processors. In other words, the system with the 
associative coprocessor shows 1.25 times higher performance 
than the analogs. Hence, this development should be used in 
practice. An expansion board with an associative coprocessor 
module can be used to increase the performance of database 
servers (by information processing on the stage of reading from 
memory, and bus load reduction) such as Oracle and SQL Server 
located on x86 machines, as well as for the processing of 
graphics, while the use of an expansion board should be eco-
nomically justified by the criterion of "cost-effectiveness". 

The structure of the associative coprocessor module based on 
PLIC was developed in the article. This structure which differs 
from the analogs: the device under consideration is executed in 
the form of a functionally independent block in which algo-
rithms are implemented to perform laborious operations of data 
search and comparison. In the traditional organization of such 
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devices, these operations were performed directly by the proces-
sor. It is also necessary to note one more advantage of this de-
velopment, which is connected with the implementation of the 
module under consideration on the modern element base (PLIC). 

The considered hardware module of the associative coprocessor 
is implemented on PLIC of "Xilinx" company. The VHDL codes 
of the device were developed consisting of four modules, includ-
ing the main blocks of the device under consideration: an associ-
ative coprocessor, reaction fixation memory and a multiple coin-
cidence analyzer, PCI interface description, the conjugation of 
an associative coprocessor and a PCI interface. 

5 Conclusions 

The structure of PLIC-based associative coprocessor module is 
described. Based on the above description of the device blocks, 
the VHDL code of the associative coprocessor was developed 
and debugged at the functional level. 

The device mentioned in the work can be physically realized in 
the form of an CS expansion board, connected via the PCI inter-
face. The associative coprocessor is implemented in hardware, 
which allows to perform laborious searches and comparisons, 
thereby unloading the CPU and increasing the overall perfor-
mance of the CS. 

The associative coprocessor described in the article performs the 
following functions: 

1. address record in AMU; 
2. address reading from AMU; 
3. the search for data equal, larger and smaller than search 

arguments; 
4. associative reading (the reading elements greater, less or 

equal to an argument); 
5. associative record (the record to a memory cell whose con-

tents are larger, less or equal to an argument). 
 

The performance of the device and individual units is verified by 
testing and debugging of the developed VHDL codes. 
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