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Abstract: Cobb-Douglas production functions are one of the most popular instruments 
for analyzing the relationship between the factors of production-economic activity. 
Their construction is traditionally performed using mathematical-statistical methods. 
To a great extent, the problems of identifying models of this type are related to a priori 
uncertainty of the available data, in particular, their inaccuracy and insufficient depth 
of presentation. The present paper describes the developed method for the parametric 
identification of the extended Cobb-Douglas production function, which neutralizes 
these types of uncertainty and is based on using Kantorovich’s idea for calculating 
interval estimates of the sought-for parameters. 
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1 Introduction 
 
Cobb-Douglas production functions are actively used in research 
to establish a relationship between the resulting indicators of 
production activity (Y) and the exogenous factors influencing 
them (K is capital and L is labor): (1-2) 

α1α −= LAKY .              (1) 

Due to the transparency of interpretation of its parameters, the 
classical Cobb-Douglas function (1) is widely used in research 
practice. (3-4) At the same time, there is also a great desire to 
increase the application scope of this tool of applied analysis by 
including more factors (3,5) in the model (1). However, for a 
number of objective reasons, extended Cobb-Douglas functions 
today remain not a real instrument for studying the relations 
between production factors, but rather a desirable one. 

The main factors restraining the use of extended Cobb-Douglas 
functions for economic analysis and substantiation of managerial 
decisions are: 

 the scantiness of the available statistical information;  
 computational difficulties that arise in the application of 

mathematical-statistical methods, the main tool for 
determining estimates of the desired parameters. 

 
In particular, it is well known that, for each exogenous variable, 
6–7 data are required to obtain statistically significant estimates 
of parameters. Therefore, a priori, “short” series of data do not 
allow obtaining reliable relations, thus limiting the possibility of 
using mathematical-statistical methods. Moreover, even in the 
presence of the “long” series of initial data, the use of 
mathematical-statistical methods does not guarantee to obtain 
adequate models.  

However, there is another objective problem that researchers 
prefer not to touch upon in practical research, and which, in the 
author’s opinion, deserves serious attention. This problem 
concerns a priori inaccuracy of the initial data. The data of any 
observations (both active and passive) contains some errors. On 
the other hand, statistical data on socio-economic indicators are 
based on multi-stage procedures for collecting and processing 
information, as a result of which errors accumulate and can 
result in significant distortions of the real picture. It is not 
possible to assess the accuracy of the data obtained due to the 
lack of reference values and the impossibility of multiple 
observations under the same conditions. 

All of the above necessitates the application of special 
approaches to the construction of the extended Cobb-Douglas 
function. Of particular interest in this regard, in the authors’ 
opinion, is the approach, the founder of which is the outstanding 

scientist Kantorovich, who for the first time formulated in his 
work (6) the idea of obtaining exact two-sided boundaries for the 
parameters of models and regions for the sought-for and 
observed quantities. A distinctive feature of this approach is that 
it was a new word in the theory of mathematical processing of 
experimental data, because it does not require knowledge of the 
statistical properties of the distribution of measurement errors 
and allows the determination of the desired parameters 
considering the requirements that are of interest from the point 
of view of the researcher. 

The ideas, expressed by Kantorovich, laid the foundation for 
interval analysis, which is being actively developed due to the 
work of foreign and Russian authors. (7-11) They are also 
successfully used in certain scientific areas, (12-13) in particular, 
in solving problems of chemical kinetics. (14-15) In the present 
work, developing the ideas for obtaining precise two-sided 
boundaries for model parameters under conditions of the initial 
data uncertainty, the authors present the method of parametric 
identification of the extended Cobb-Douglas function based on 
the use of maximum permissible parameter estimates. 
 
2 Materials and Methods 
 
The extended Cobb-Douglas function of the following form will 
be considered: 

n
nXXXY αααα ⋅⋅⋅⋅= 21

210             (2) 

0≥jα , n,j 0= , 

where X1, …, Xn

jα
 are exogenous variables of the model, Y is the 

endogenous variable, , n,j 1=  are the parameters that are the 
elasticity coefficients for the corresponding exogenous factors, 

0α  is a parameter characterizing the scale of the economy as a 
whole. 

The initial information is represented by the sets of values: 

 { }ttnt Y,Х,,Х 1 , m,t 1= ,            (3) 

which cannot be considered as absolutely precise. Therefore, it 
can be assumed that the true values of the initial data belong to 
some, not always a priori known, intervals: 

 [ ]tjtjtj Х,ХХ ∈ , [ ]ttt Y,YY ∈ , m,t 1= , n,j 1= .            (4) 

Considering (4), the determination of a single set of parameter 
values { }n,,, αααα 10=  can lead to the fact that an exact solution 
will be obtained based on a priori inaccurate data. For this 
reason, it may be more appropriate to search for a region *Λ , 
consisting of sets of parameters { }n,,, αααα 10=  that ensure 
acceptable agreement between the experimental and calculated 
values of the variable Y from the positions of the introduced 
optimality criterion. The region *Λ  will be called the region of 
uncertainty, implying in this case that the term “uncertainty” 
reflects the fact according to which each point of the region *Λ  
can be selected to specify the final form of the model (2). 

The region *Λ  may have a complex structure. Therefore, instead 
of establishing the exact boundaries of this region, the traditional 
approach can be used based on the consideration of a set 
approximating the initial region. To do this, for each of the 
parameters jα , a segment is defined:  

 [ ]jjj α,αα ∈ , n,j 0= ,                                               (5) 
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consisting of the values jα , for each of which there exist some 
values of other parameters that form the set { }n,,, αααα 10= : 

*Λ∈α , whereas for [ ]jjj α,αα ∉  
*Λ∈∃α .  

This interval will be called the uncertainty interval, whereas its 
boundaries, the maximum permissible estimates of the 
parameters of the identified dependence (2). 

Let us introduce the uncertainty set Λ , given by the direct 
product of intervals (5): 

 [ ] [ ]nn ,, αααα ××=Λ 00 .                               (6) 

It is obvious that Λ⊂Λ* , by virtue of which Λ  is a set 
approximating the region *Λ . The set (5) has a simpler structure 
compared to the region *Λ . In this case, the estimate (7) is valid, 

with the help of which conclusions can be drawn about the 
degree of uncertainty in solving the parametric identification 
problem for the model (2) 

( )jj
n,j

* maxdiamdiam αα −=Λ=Λ
=0 .            (7) 

3 Results and Discussion 

The construction of the extended Cobb-Douglas function was 
carried out in the context of establishing a connection between 
the gross domestic product (GDP) of the Russian Federation 
(RF) and the factors characterizing the cost of labor and the 
composition of labor resources (Table 1). 

Tab. 1: Variables of the Model (2) 

 
Notation of the variable Name of the indicator 

Y GDP (in prices of 2000), billion rubles 
X The value of fixed assets (in prices of 2000), billion rubles 1 

 The average annual number of people employed in the economy, thousand people 
X  with higher education; 2 
X  with secondary vocational education; 3 
X  with complete secondary education; 4 
X  with basic general education; 5 
X  the remaining employed people (with other categories of education and not having basic general 

education) 
6 

 
The values of the variables Y and X1

0

5000

10000

15000

20000

25000

30000

35000

40000

0

2000000

4000000

6000000

8000000

10000000

12000000

GDP Fixed assets value

 were reduced to a 
comparable form using the deflator indices of the physical  

 
volume of GDP and producer prices in the construction industry, 
respectively (Figure 1). (16) 

Figure 1: Dynamics of the Cost Indicators of the Model (2)

Data on the average annual number of people employed in the 
region’s economy (Figure 2) were formed based on official 
statistical sources. (17) 
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Figure 2: Dynamics of the Average Annual Number of People Employed in the Russian Economy

The parameters of the extended Cobb-Douglas function (2) were 
determined using the following three-stage procedure. 

On the first stage, the linearization of the model was carried out: 

66110 XlnXlnlnYln ααα +++=                              (8) 

0≥jα , 60,j = . 

On the second stage, the maximum permissible approximation 

error 
*ξ  was calculated − the indicator of the accuracy of the 

correspondence of the logarithms of the actual ( tY ) and the 

calculated ( tŶ ) values of the endogenous variable Y. The 
implementation of this stage was carried out based on solving 
the problem:  

minξ →  

ξŶln-Yln tt ≤ , 171,t =                               (9) 

0≥jα , 60,j = . 

Additionally, the accuracy of the model was estimated based on 
the average approximation error 

%
Y

ŶYA
t t

tt 100
17
1 17

1
⋅

−
= ∑

= . 

The result of the numerical implementation of the model (9) is 
the maximum permissible approximation error 

*ξ 0.029=  and the 
point estimates of the parameters 

*
jα , 60,j = , which allowed 

writing the model (2) in the form: 

0.820 0.114 0.111 0.604
2 3 4 61.0Y X X X X= ⋅ ⋅ ⋅ ⋅ .          (10) 

The average approximation error for model (10) was 1.74%A = . 

In the third stage, the maximum permissible estimates were 

calculated for each of the parameters jα , n,j 0=  using the 
models: 

( )maxminj →α , 60,j =  

*
tt ξŶln-Yln ≤ , 171,t = ,                           (11) 

0≥jα , 60,j = . 

As a result, it was found that all maximum permissible estimates 
coincided with the corresponding point values of the parameters 

*
jα : jj

*
j ααα == , 60,j = . 

Following the assumption of a priori inaccuracy of the initial 
data, let us pose the problem of determining the value intervals 

of the parameters [ ]δδ
jjj α,αα ∈ , 60,j = , which ensure the closeness 

of the logarithms of the actual and calculated values of the 
variable Y at a level not exceeding ( )δξ* +1 . In essence, this 
means that a quantitative estimate of the degree of sensitivity of 
the set of values of the model parameters (10) to the change in 
the maximum permissible approximation error (i.e., to the 
accuracy variation) by δ100  percent ( 0≥δ ) will be obtained. In 
this case, additionally, the condition for the maximum 
discrepancy between the actual and calculated values of the 
variable Y will be set at the level of 5%. 

For these purposes, it is necessary to solve 14 problems of the 
following type: 

( )maxminj →α , 60,j =  

( )δ+≤ 1*
tt ξŶln-Yln , 171,t =          (12) 

5100
17
1 17

1
≤⋅

−
∑
=t t

tt

Y
ŶY

 

0≥jα , 60,j = . 

The solution of the problems (12) for δ .= 0 02  showed (Table 2) 
that the reaction to the expected changes in accuracy was 
observed to a greater extent for the parameter 0α . The smallness 
of the ranges of variation of the parameters 1α  and 5α  is an 
additional confirmation of the fact that it is not advisable to 
include the corresponding variables to the Cobb-Douglas 
production function. 
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Tab. 2: Investigation of the Sensitivity of the Parameters of the Model (10) to Changes in the Maximum Permissible Approximation Error 
for δ .= 0 02  

 
Parameter 0α  1α  2α  3α  4α  5α  6α  
[ ]δδ

jj α,α
 

[1, 1.376] [0, 0.009] [0.804, 0.835] [0.090, 0.150] [0.089, 0.134] [0, 0.013] [0.573, 0.613] 

 
The results obtained allow drawing the following conclusions 
regarding the expanded Cobb-Douglas production function (10): 

 the model (10) is characterized by increasing yield from 

scale (

6

1
1.65j

j
α

=

=∑
); 

 the factors X2 and X6 have the greatest impact on GDP; the 
factors X3 and X4, to a much lesser extent; the factors X1 
and X5

 the level of technological productivity (parameter 

, very insignificant impact, as a result of which they 
are recommended to be excluded from consideration; 

0α ) 
increases the yield from the exogenous factors of the 
production function. 

In order to carry out a comparative analysis of the possibilities of 
the presented method of parametric identification of the Cobb-
Douglas production function and the classical mathematical-
statistical approach using the same initial data using the least- 
 
 

 
squares method, the authors estimated the parameters of the 
regression dependence of the form  

6532
65320
ααααα XXXXY ⋅⋅⋅⋅= . 

According to the calculation results, the extended Cobb-Douglas 
function assumed the following form: 

 
0.978 0.378 0.652 0.602
2 3 5 60.0000896Y X X X X= ⋅ ⋅ ⋅ ⋅ .       (13) 

The average approximation error for the model (13) was 1.02%. 
A comparison of the models (10) and (13) showed that each of 
them describes with high accuracy the behavior of the 
endogenous variable (Figure 3). However, the smallness of the 
parameter 0α , characterizing the level of technological 
productivity in the Russian Federation, in the model (13) does 
not allow considering it adequate even considering the 
confidence interval for its values ( [ ]0 0.00000078, 0.0105α ∈
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a) model (10)                                                                                           b) model (13) 
 

Figure 3: Graphical Interpretation of the Constructed Cobb-Douglas Functions

4 Conclusion 
 
The paper presents a method for determining the parameters of 
the extended Cobb-Douglas function. Its distinctive feature is 
obtaining the interval estimates of values for each parameter 
being evaluated. For the presented approach, the necessary 
mathematical bases have been developed, according to which the 
problem of identifying the extended Cobb-Douglas function is 
reduced to the successive solving two types of linear 
programming problems: (9) and (11). Based on the results of the 
numerical solving of the problem (9), the value of the best 
approximation of the available data is established – the 
maximum absolute approximation error; according to the results 
of solving the problems (11), the maximum permissible 
estimates of the model parameters are calculated, which specify 
the ranges of variation of values for each of the parameters and 
allow estimating the degree of uncertainty of the obtained 
solution. Also, the procedure is formalized for studying the 
sensitivity of the obtained solution in the problem of parametric 
identification for the expected change in the accuracy of the 
model. 

An important specific feature of the presented method is the 
ability to conduct research for the data that are characterized by 
the absence of a large number of observations. 

The possibilities and advantages of the presented method are 
demonstrated by the example of a study of the dependence of the 
GDP of the Russian Federation on the value of fixed assets and 
the average annual number of people employed in the economy 
in terms of their education levels based on the data for the years 
2000-2016. 
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